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ABSTRACT 
Microarray data classification is one of the most emerging clinical applications in the medical community. The classification process 

takes the detection of relevant and irrelevant probes into account, which is fundamental for subsequent classification.   
 In this thesis, an efficient technique is proposed for the precise classification of microarray genes from the microarray gene expression 
dataset. The proposed classification technique performs the classification process with the aid of three phases namely, feature extraction, 
dimensionality reduction, and gene classification. Initially, Principal Component Analysis (PCA) is applied for dimension reduction and 
significant features are extracted from high dimension microarray data. The original data is projected to the lower dimension for selecting the 
eigenvector for the co-variance matrix shown cumulative variance up to a label of 100%.  After the implementation of PCA, the reduced feature 
matrix so obtained is divided into two sets such as, training and test data set. Feed Forward Neural Network is a train using Back Propagation 
Algorithm and the performance accuracy of the classifier is tested using the test dataset (untrained samples). The total number of epochs required 
to reach the degree of accuracy is referred as the convergence rate. To check the efficiency of the algorithm the convergence rate is considered by 
plotting graphs between numbers of epochs vs. means square error (MSE). The two keys controlling parameters of BP algorithm are learning rate 
and momentum which affects the accuracy as well as the convergence rate.  Varying the values of the parameters various graphs are plotted. 
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1. Introduction 
Bioinformatics can be defined as the application of 
computer technology to the management of biological 
information, encompassing a study of the inherent 
genetic information, molecular structure, resulting 
biochemical functions and the exhibited phenotypic 
properties [1]. The data mining techniques are 
effectively used to extract meaningful relationships from 
these data. The application of data mining techniques in 
Bioinformatics is effectively used to extract meaningful 
relationships from these data. Biological data mining is 
an emerging field of research and development posing 
challenges and providing possibilities in this direction. 
The broad areas of Bioinformatics are Genomic 
sequence, protein structure, gene expression micro 
arrays and gene regulatory networks. The effectiveness 
of the selected gene subset is measured by its prediction 
accuracy or error rate in classification. In microarray 
experiments, classification of data is a crucial step for 
the prediction of phenotype of cells [5]. 
Methods from bioinformatics and computational 
biology are increasingly used to augment or leverage 
traditional laboratory and observation-based biology. 
These methods have become critical in biology due to 
recent changes in our ability and determination to 
acquire massive biological data sets, and due to the 
ubiquitous, successful biological insights that have 
come from the exploitation of those data [2]. 
Bioinformatics involve the creation and advancement of 
algorithms using techniques including computational 
intelligence, applied mathematics and statistics, 
informatics, and biochemistry to solve biological 
problems usually on the molecular level. Major research 
efforts in the field include sequence analysis, gene 
finding, genome annotation, protein structure alignment 
analysis and prediction, prediction of gene expression, 
protein-protein docking/interactions, and the modeling 

of evolution. Microarray technology is used to 
categorize the tissue samples by using their gene 
expression profiles as one of the several types (or 
subtypes) of cancer. The gene expression profiles 
measured by microarray technology have given an 
exact, consistent and objective cancer classification than 
the standard histopathological tests. Classification 
analysis of microarray gene expression data has been 
performed extensively to find out the biological features 
and to differentiate intimately related cell types that 
usually appear in the diagnosis of cancer.  
 
1.1 What is the purpose of microarray classification? 
 
Classification of patient samples is an important aspect 
of cancer diagnosis and treatment. Microarrays offer 
hope that cancer classification can be objective and 
highly accurate, providing clinicians with the 
information to choose the most appropriate forms of 
treatment. Microarrays may be used to assay gene 
expression within a single sample or to compare gene 
expression in two different cell types or tissue samples, 
such as in healthy and diseased tissue. Because a 
microarray can be used to examine the expression of 
hundreds or thousands of genes at once, it promises to 
revolutionize the way scientists examine gene 
expression. This technology is still considered to be in 
its infancy; therefore, many initial studies using 
microarrays have represented simple surveys of gene 
expression profiles in a variety of cell types. Each 
microarray experiment generates thousands of data 
points and reports are written in a dense technical 
jargon. It is easy to feel lost when trying to make sense 
of it all. For this reason, it is important to clearly define 
certain technical terms as well as goals of microarray 
experiments. To understand how microarrays are used, 
the jargon “class” and, more specifically, “known class” 
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must be first defined. A class refers to any characteristic 
shared by one group of samples but not other samples: 
e.g., cancer versus normal tissue, metastatic versus 
primary tumor, responders to cancer treatment versus 
non-responders.  A “known class” is any differentiating 
characteristic that the researcher will use to label the 
tumor samples under study a priori the data analysis. 
The two main goals of microarray studies are: 1) to 
identify molecular signatures associated with known 
classes, and 2) to discover new classes. To achieve those 
goals, two different approaches to data analysis are 
taken, the supervised method (first goal above) and the 
unsupervised method (second goal). To read and 
understand microarray-based studies, knowledge of 
these different methods, will greatly help to understand 
the authors' hypothesis and data interpretation. 
 

2. Dimensionality reduction Using Principal 
component Analysis 

 
There are two main reasons to keep the dimensionality 
of the pattern representation (i.e., the number of 
features) as small as possible: measurement cost and 
classification accuracy. A limited yet salient feature set 
simplifies both the pattern representation and the 
classifiers that are built on the selected representation. 
Consequently, the resulting classifier will be faster and 
will use less memory. Moreover, as stated earlier, a 
small number of features can alleviate the curse of 
dimensionality when the number of training samples is 
limited. On the other hand, a reduction in the number of 
features may lead to a loss in the discrimination power 
and thereby lower the accuracy of the resulting 
recognition system. The term feature selection refers to 
algorithms that select the (hopefully) best subset of the 
input feature set. Methods that create new features based 
on transformations or combinations of the original 
feature set are called feature extraction algorithms. Note 
that often feature extraction precedes feature selection; 
first, features are extracted from the sensed data (e.g., 
using principal component or discriminate analysis) and 
then some of the extracted features with low 
discrimination ability are discarded. The choice between 
feature selection and feature extraction depends on the 
application domain and the specific training data which 
is available. Feature extraction and dimension reduction 
can be combined in one step using Principal Component 
Analysis (PCA), Genetic Algorithm (GA), and Kernel-
PCA. 
 The purpose of this study is to evaluate some of those 
recently proposed for tumor classification with gene 
expression data. In the feature selection phase, the 
features are selected from the dimensionality reduced 
microarray cancer gene dataset. After that, the selected 
features are given to the feed forward back propagation 
neural network (FFBNN) to perform the gene cancer 
classification process. The proposed tumor data 
classification process is explained in Let Wij; 1≤ i ≤ S, 
1≤ j ≤ G be the microarray tumor data, where S 

represent the number of samples and G represents the 
number of genes. 
The dimensionality reduction process is used on the 
microarray dataset for reducing the complexity in the 
gene classification. Because the dataset size is very high 
dimensional, which increases the procession time and 
also will not produce the accurate result for the 
classification. The high dimensional Wij dataset is 
converted into low dimensional dataset by selecting the 
optimal number of genes. For optimal gene selection 
process, we are using PCA. 
We now briefly discuss some of the commonly used 
methods for feature extraction and feature selection 
Feature selection is a process, through which no new set 
of features will be generated, but only a subset of 
original features is selected and feature space is reduced. 
The problem of feature selection is defined as follows: 
given a set of d features, select a subset of size m that 
leads to the smallest classification error.  
The Taxonomy of dimensionality reduction techniques 
can be divided into two categories, transformation or 
selection based reduction. Problem of feature selection 
is hence, an important issue in cancer classification. It 
has been shown that, in many applications feature 
selection process improves a classifier's prediction 
capability. 
 
2.1. Principal Component Analysis (PCA) 
 
The Principal Component Analysis (PCA) was 
introduced by Karl Pearson in 1901. Principal 
component analysis (PCA) is the best, in the mean-
square error sense, linear dimension reduction 
technique. Being based on the covariance matrix of the 
variables, it is a second-order method. PCA consists into 
an orthogonal transformation to convert samples 
belonging to correlated variables into samples of 
linearly uncorrelated features. The new features are 
called principal components and they are less or equal 
to the initial variables. If data are normally distributed, 
then the principal components are independent.  
 
PCA mathematically transforms data by referring them 
to a different coordinate system in order to obtain on the 
first coordinate the first greatest variance and so on for 
the other coordinates.  A number of correlated variables 
into a smaller number of uncorrelated variables called 
principal components. The algorithm solves for the 
eigenvalues and eigenvectors of a square symmetric 
matrix with sums of squares and cross products. The 
eigenvector associated with the largest eigenvalue has 
the same direction as the first principal component. The 
eigenvector associated with the second largest 
eigenvalue determines the direction of the second 
principal component. The sum of the eigenvalues equals 
the trace of the square matrix and the maximum number 
of eigenvectors equals the number of rows of the matrix.  
 

3. Classifier design- using FFBNN 
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Classification operation performs the intelligent 
discrimination by means of features obtained from 
feature extraction phase.  In this study FFBPNN is used. 
The feed forward neural network can be used for 
nonlinear transformation (mapping) of a 
multidimensional input variable into another 
multidimensional variable in the output. Presently, there 
is no satisfactory method to define how many neurons 
should be used in hidden layers.  
A feed forward neural network is a biologically inspired 
classification algorithm. It consists of a (possibly large) 
number of simple neuron-like processing units, 
organized in layers. Every unit in a layer is connected 
with all the units in the previous layer. These 
connections are not all equal; 
each connection may have a 
different strength or weight. 
The weights on these 
connections encode the 
knowledge of a network. 
Often the units in a neural 
network are also 
called nodes. 
Data enters at the inputs and 
passes through the network, 
layer by layer, until it arrives at the outputs. During 
normal operation, that is when it acts as a classifier, 
there is no feedback between layers. This is why they 
are called feed forward. 
This fig. is an example of a 2-layered network with, 
from top to bottom: an output layer with 5 units, 
a hidden layer with 4units, respectively. The network 
has 3 input units. A multi-layer neural network can 
compute a continuous output instead of a step function. 
A common choice is the so-called logistic function: 

 
In many classification problems, the classifier is 
expected to have some desired invariant properties. An 
example is the shift invariance of characters in character 
recognition; a change in a character's location should not 
affect its classification. If the preprocessing or the 
representation scheme does not normalize the input 
pattern for this invariance, then the same character 
maybe represented at multiple positions in the feature 
space. These positions define a one-dimensional 
subspace. As more invariants are considered, the 
dimensionality of this subspace correspondingly 
increases. The second main concept used for designing 
pattern classifiers is based on the probabilistic approach. 
The optimal Bayes decision rule (with the 0/1 loss 
function) assigns a pattern to the class with the 
maximum posterior probability. This rule can be 
modified to take into account costs associated with 
different types of misclassifications. For known class 
conditional densities, the Bayes decision rule gives the 
optimum classifier, in the sense that, for given prior 

probabilities, loss function and class-conditional 
densities, no other decision rule will have a lower risk 
(i.e., expected value of the loss function, for example, 
probability of error). If the prior class probabilities are 
equal and a 0/1 loss function is adopted, the Bayes 
decision rule and the maximum likelihood decision rule 
exactly coincide. In practice, the empirical Bayes 
decision rule, or “plug-in” rule, is used: the estimates of 
the densities are used in place of the true densities. 
 

4. Experiment and Results 
 

The datasets for this study is described in Table 1. They 
have been widely used for the benchmark problems. 
They consist of two binary cancer classification 
problems: Leukemia data set [7] and colon cancer 
dataset [12]. The initial leukemia data set consisted of 
38 bone marrow samples obtained from adult acute 
leukemia patients at the time of diagnosis, of which 11 
suffer  
from acute myeloid leukemia (AML) and 27 suffer from 
acute lymphoblastic leukemia (ALL). An independent 
collection of 34 leukemia samples contained a broader 
range of samples: the specimens consisted of 24 bone 
marrow samples and 10 peripheral blood samples were 
derived from both adults and children. The number of 
input features was 7,129. The objective is to separate the 
AML samples from the ALL samples. The training set 
consisted of 38 patterns and 34 patterns were used for 
testing. 
Table 1. Specification of the data sets 

Data set Training 
set 

Testing 
set 

Gene 
expression 

levels 
Leukemia 38 34 7129 

Colon 40 22 2000 
 
The colon cancer data set contains the expression of the 
2000 genes with highest minimal intensity across the 62 
tissues derived from 40 tumor and 22 normal colon 
tissue samples[12].The gene expression was analyzed 
with an Affymetrix (Sata Clara, CA U.S.A.) 
oligonucleotide array complementary to more than 
6,500 human genes. The gene intensity has been derived 
from about 20 feature pairs that correspond to the gene 
on the DNA microarray chip by using a filtering 
process. Details for data collection methods and 
procedures are described in [12], and the data set is 
available from the website 
http://microarray.princeton.edu/oncology/. 
We use the iris data as our bench mark input data which 
gives the 87.6% accuracy result. We use leukemia and 
colon tumor data for the experiment to calculate the 
learning parameter as well as the alpha, ita, means 
square error, cumulative variance 0.80 and 0.85, and 
evaluated classification models based on information 
gene pairs whose correlation coefficients are higher than 
h. Here we only report the experimental results h is 0.75 
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because the experimental results with different h values 
are similar. 
Leukemia data has 72 samples and 7129 features. It is 
also a 2 class problem. Out of these samples we take 38 

as training set and 34 as test set data. 
 
 
 

 
 

Training Data 
                       Figure 1 

  
5. Conclusion  

 
In this paper, we have selected the most widely used 
data sets in the literature for the evaluation of our 
algorithm. These data sets were obtained from Keng 
Ridge Bio-Medical (http://datam.i2r.a-star.edu.sg/ 
datasets/krbd/) databases. The back propagation 
algorithm for training multilayer artificial neural 
network is studied and successfully implemented on 
FFBNN. This can help in achieving online training of 
neural networks on FFBNN than training in computer 
system and make a trainable neural network. In terms of 
hardware efficiency, the design can be optimized to 
reduce the number of multipliers. Though PCA takes the 
traditional features for classification, this work can 
further be extended by using GA for feature extraction 
and PNN, SVM for Classification. Because research 
said that there may be some more good features are left, 
but they can be given us good classification and 
accuracy result. 
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